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ABSTRACT

We introduce the logical operators L, L and max - L , that is composition [ L]. Also we Introduce weak lattice, sub-
weak lattice. Finally we obtain some properties.
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1. INTRODUCTION

In crisp graphs the concept of internally stable sets, denoted Int(R) and externally stable sets, denoted Ext(R) of a given
graphG = (X, R). A very important and interesting method for the determination of those sets uses of the algebraic
formulation of these concepts [5, 7]. The properties of not external domination have been extended under some valued
operators by Kitainik [4]. In section 3, we introduce the extension of composition law, weak lattice and sub-weak
lattice in graphs. The structure of counterpart of the not externally dominated set denoted Ned(p ) is completely
determined. Finally, we develop some properties on weak lattice by using the set Ned (p ).

2. PRELIMINARIES

Definition 2.1 [8]: A lattice is an algebraic system (L, A, V) with two binary operations Aand Von a non empty set L
which are both idempotent, commutative, associative and satisfy the absorption laws.

Example 2.1[1]: The algebraic system ( (X), A, V) is a lattice under Zadeh’s inclusion (u; € u, © (Vx(u1 x) <
U2x

Definition 2.2[8]: Let (L, A, V) be a lattice then the non empty subset S of the set L is said to be sub lattice if it is
closed under the operations A and Vand of L , thatis if (a Ab) € Sand (aV b) ES,Va,b €S.

Definition 2.3 [1]: Let X be an arbitrary finite non empty set, R a crisp relation defined on X and G = (X, R) is the
associated directed graph. If A C X, the set of the elements of X are dominated by A then the composition of A and R
suchthat Ao R = {y € X|(3xA)xRy}.

Definition 2.4 [1]: A subset A of a non empty set X is said to be not externally dominated (Ned) if “no element in A is
dominated by an element in A” (¥ y)[y € A = (Vx € A)Not(xRy)].

Note: The set of the not externally dominated sets of the crisp graph G = (X, R) for each A < X, is denoted by Ned(R).
Here A is the complement of 4 in X suchthat 4 = X - A.

Proposition 2.1 [1]: Let G = (X, R) be a crisp loop free graph and A € X we have AisaNed ©® AcRC A & Ao
Rl cA.
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3. MAIN RESULTS

Definition: The logical operators L , L and N are defined as follows, let u; and u, be any two sets of X then,vV x € X
i (u1 L pp) = maxyey piy (x) + pp(x) — 1,0

ii. (u1 L pp) = ming ey g (x) + (), 1, and

i N(u) = (0) =1 — py (%0).

Definition: Let u, p be a subset and a relation respectively defined on a non empty set X and the composition |L |, then
the composition of u and p (u|L]p) is defined as, for each x € X,

mLlp)(x) = max[u(x) + p(x,) = 1,0]

Note: In graph G = (u, p) with underlying set X where (u : X = [0,1] p : X X X — [0,1] then the above composition
can be defined as, for each aeX, (u(a) p(a)) = maxy Max[pu(a) + p(a,b) — 1,0]

Proposition: Let p;, p,e0(X x X) and yy, u,€0(X) we have for any composition | L | the following axioms are hold
i. ©[Ll, =0

i u © pp = (uLlpr) € (walL]p2)

iii.pr € pp = (w[Llpr) € (wolLlp,)

V. iy (,01 ,02) = (lll ,01) Pz

V. (i L ) [L]py 2 (wi[L]p1) L (p2lL] p1)

Vi. i [L] (o1 L py) = (ll1 ,01) L (lll ,02)

Proof:
I. By the definition----- we have

(©[Llp1 (x)) = max,ex Max{0 + p; (x,y) — 1,0} = 0, Since
0<p(x,y) <1lvx,yeX

Il. Weknowthat iy © py = g (x) < ppy(x)for all x € X,then 3 y € X, For any relation p; (x,y) such that u; (x) =
p1 (x,y)and u; (x) = py (x,y) we have

= [ )+ p1 (W] < 1z () +p1 (x, ) ]
= [ () +p1 (6, y) = 1] < [up () + py (x,y) — 1]
Max Max [, (x) + py (x,y) — 1,0] < Max Max[u, (x) = p; (x,y) — 1,0]
= (m[L]p ) < (12 [L1p1 )@
= (m(L]pr) € (k2[L1p1)
Therefore i, € pp = (uy[L1p1) € (12[L]p1)
I1l. We know that p; € p, & p; (x,¥) < p; (x,y)for all x,y € X
= [ ) + p1 (9] < 12 () + p2 (x,¥)]
Since py (x) = py (x, y)and pp (x) = py (x,¥)
= [ () +p1 (6y) — 1] < [z (0) + p2 (x, ) — 1]
= Max Max [y (x) + p; (x,¥) — 1,0] < Max Max[u, (x) + p; (x,y) — 1,0]
= (m[L]p ) < (12 [L1p2 ) (0)
= (mlLlpy) € (12 [L1p2)
Therefore p; € 0= (w[L]p1) € (12 [L]p2)
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IV. Since composition [L ] is associative, we have (M1 (p1 [L]p2 )) = ((M1 p1)[L]p, )

Since the definition of composition[L |, L and the properties of t — norm arrive immediately. Therefore we have (V)
and (1V).

Example: Let G = (u,p) be a graph where X = {a, b, c,d,e}.u: X - [0,1], p: X X X — [0,1] as defined as
u(a) = 0.6,u(b) = 0.8,u(c) = 0.7,u(d) = 0.9,u(e) = 0.5,

p(a,b) =0.4,p(b,c) =0.7,p(c,d) = 0.5,p(b,d) = 0.6,p(e,d) = 0.5,p(a,e) = 0.3.

i. Istrivial

ii. Ifu(a) <u(d) = 0.6 <0.8consider p(a,b) =0.4
(#@[Z]p(a,b)) = MaxMax{ u(a) + p(a,b) = 1,0] = 0 €
(u(b)p(a, b)) = Max Max[u(b) + p(a,b) —1,0] = 0.2 2

From (1) and (2) we have (u(a)p(a, b)) < (,u(b)p(a, b))
iii. Ifp(a,b) =0.4,p(b,c) =0a(b,c) =0.7 u(a) = 0.6 and u(b) = 0.8

Now p(b,c) < a(b,c)
(#(@[L]pa,b)) = MaxMax[ u(a) + p(a,b) = 1,0] = 0 ®)
(,u(a) o(a, b)) = Max Max[ u(a) + o(a,b) — 1,0] = 0.5 (4)

From (3) and (4) we have (u(a)p(a, b)) < (,u(b) o(a, b))

iv. If u(a) = 0.6, p(a,e) = 0.3, p(a,d) =o(a,d) =0.5
V. (u(a) p(a, e)) = MaxMax[u(a) + p(a,e) —1,0] = 0.1

(p(a,e)L]o(a, @) = Max Max[ p(a,e) + a(a,d) = 1,0] =0

(u(@)[L] (p(a, &)[L] (a, d)))=0,

(v@@lpt@e)Eo@d) =0

Therefore, we get (u(@[L] (p(a, Y] (a, 1)) = ((w(@[L p(a, ) L o(a,d))

v. Ifu(b) = 0.8,u(c) = 0.7,p(c,d) =0.7

(u(b) T p(c)) = MaxMax[ u(b) + pu(b) —1,0] = 0.5

((w® Lr@) D, ) = 0.2 ®)
(@)L p(e,0)) = 05, (L] p(e, b)) = 04

((u(b) p(e,)) L (1D pCe, b))) = Max Max[ 05 + 0.4 — 1,0] = 0 ©)
From (5) and (6)
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We have((u(h) (@) I p(e, ) = (k) pe, ) T (1 ple, b))
vi. If u(d) = 0.9,p(b,d) = o(b,d) = 0.6,p(e,d) = 0.5
(@[] (p(e, b)Lo(d, b)) = 0
(@ pCe,d)) = 04, (u(@[L]o(d, b)) = 05,
(n@Llpte,d) L (u@[Llo(d, b)) =0,

Therefore, we have (u(d)[L] (p(e, d)Lo(d, b))) = (u(d) (e, d)) L(u@[L]o(, b)).

From the above example we consider u(b) = 0.8, p(b,d) = 0.6, p(b,c) = a(b,c) = 0.7

(p(b, dLa(b, c)) =03

(1@ Lo, d) La(b,0)) = 01 ™
(@) Lo, D) = 04, (u®) Lo (b,0)) = 05

(4 Lo, D) L (u(0) [Llo(b,0)) = 0 ®)

From (7) and (8) we have (u(b) (p(b, La(d, c))) > () L p(b, ) T(u(®) Lo (b, c)).
Hence Property (vi). Does not hold

Remarks: the following axioms

I ((ML#Z)P) = (m([L1p) L (k2[L]p)

i. (u[L](eLo) = (um[L]p)L (w[L]o)

But we get (i1 L 2 ) [L]p) = (mu[L]p) L (12 [L] ) and
(Ll L) = (mlLlp) L (mL]o).

Definition: a weak lattice is an algebraic system (W, L, L) with two binary logical operators L and L on non empty
set W which satisfies both commutative and associative laws.

i. Commutative laws: (aL b) = (bLa)and (aLb) = (bLa)
ii. Associative law: (a L b)z c=aL(blL c) and (aLb)Lc = aL(bLc)VYab,andceW

Remarks: in this paper we consider an algebraic system ((X), L, L) is a weak lattice under inclusion u; € u, <
(v X(u1 ) < (x)). let G = (u,p) be a graph, then (u(x),L,L) is a week lattice under condition for each
a,b e X = u(a) < u(b) and the composition [L ].

Example: let u; and u, be any sets of ((X) where y; (x) = 0.4, uy (x) = 0.7 and uz (x) = 0.6 for each x € X,
then we have

1) Idempotent Laws:
i (mLpp)=0 #p

ii. (uy Ly ) = 0.8 # py , Therefore, idempotent Laws are not satisfied.
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2) Commutative Laws:
i (uLpp)=01=(u L)

ii. (1 Lpp ) =1 = (ppLpy ), Therefore, Commutative laws are satisfied.

3) Associative Laws:
i (mLlpz)Llug =0= py L(upLpg)

iil. (mLpp)Lus =1= py L (upLus), Therefore Associative laws satisfied.

4) Absorption Laws:
oL (Mléﬂz) = 04=p

i L(ulpy)= 05 #pu

Suppose if py (x) = 0.2, uy (x) = 0.6 then we have p L (uy Ly, )= 0+ py therefore absorption laws are not
satisfied. Hence (¢(X),L,L) is a week lattice.

Definition: Let (W, L, L) is a weak lattice then the two non empty sets S of the set Wis said to be sub — weak lattice if
it is closed under the operations L, and L thatisif (a L b) e Sand (aLb) €S,V a,b € S.

Definition: let G = (u, p) be a graph without loops and with underlying set X where u: X — [0,1], p: X x X — [0,1]
and a, b € X we shall say that in G a is composition L Ned < ((,u(a)(a, b)) < u(a)) and (u(a)_l(a, b) <

wa.\We denote it by Ned p,Z, the set of all sets satisfying the equivalent condition.
Proposition of the set Ned (p,[L])

Proposition: let G = (i, p) be a graph without loops and with underlying set X where u: X - [0,1], p: X X X -
[0,1] and a € X the set Ned (p,[L])
i. Is a sub — weak lattice of (u(X),L,L)

ii. Contains any constant k.1 of set (go(X)

Proof:

i. Leta, b € Ned (p,[L]) then we have,

(#@[Llo*(a,b) < p(@)) and (u(b){Llp*(a,b) < u(b)) ©)
((Mm. DE M) and ((@(b. 0) < m) (10)

To prove ((u(@)Zu(b) )L p~" (a, b) < (u(@)L u(b))
Now ((u(@)Lu(b) ) L] p~"(a, b) < (u(@) [Elo™" (o, )L ()L™ (a, b))
< (@I () from (9)

Similarly, we to prove that (,u(a)fu(b)) p(a,b) < (/,t(a)Z/,t(b)) from (10)

Same method for the operator L, we have (u(a)gz(b)) [L]p(a,b) < (u(a)gt(b)) and

(1@ Lr®) Hpte. ) < (1@ Lu®)).
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Hence Ned (p,[L]) is a sub-weak lattice of (u(X),L,L)
ii. Letke[0,1]VxeXthen3ay €X,

iii. ((k. D[L]p~ ' (x, y)) = Max Max [k + p~'(x,y) — 1,0] < ksince 0 < p(x,y) < (11)
And ((E 1)[L]p(x, y)) = Max Max[% +p(xy) —1,0] < k (12)
From (11) and (12), we get condition for an element in Ned (p,[L])

Hence (ii) proved

Example: if ke[0,1] and any relation p of a non empty set X such that 0 < p(x,y) < 1 for all x, y € X consider
k = 0.6 and p(x,y) = 0.6 Then

((k. D[L] p~ ' (x, y)) = Max Max {0.6 + 0.6 — 1,0} = 0.2
=02<06=k (13)
And ((k. D[L] p(x, y)) = Max Max {E +p(x,y) — 1,0}

= Max Max {04 +0.6—10}=0<k = 0.4 (14)
From (13) and (14) we have the conditions (11) and (12) respectively

Hence the condition (ii) of proposition 3.2 is proved.
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