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ABSTRACT 
J.P Tillich and G. Zemor proposed a family of hash functions based on computations over a finite field of characteristic 
2. In this paper we generate a family of hash functions by replacing the generators with new generators. 
 
 
1. INTRODUCTION 
 
At CRYPTO 94 [13], Tillich and Zemor proposed a family of hash functions, based on computing a suitable matrix 
product in groups of the form SL2 (𝔽𝔽2n). In 2009, Grassl et al [11] found collisions for the construction. In 
2010Christophe Petit et al [2] found the preimage and second preimage for the same. In 2012 we, Joju K.T and Lilly 
P.L [7] constructed a hash function using new generators for Tillich –Zemor hash function. We [7, 10] found collision 
and preimages for the same. Further we [6, 8, 9] constructed the keyed versions of the hash functions, they were still 
unbroken. Now we are going to construct a hash function with different   generators for Tillich-Zemor hash function. 

 
I. I. Cryptographic Hash Functions and MACs   
 
Hash functions [1, 3, 5] are functions that compress an input of arbitrary length into fixed number of output bits, the 
hash result. If such a function satisfies additional requirements it can be used for cryptographic applications, for 
example to protect the authenticity of messages sent over an insecure channel. The basic idea is that the hash result 
provides a unique imprint of a message, and that the protection of a short imprint is easier than the protection of 
message itself. Related to hash functions are message authentication codes (MACs). These are also functions that 
compress an input of arbitrary length into a fixed number of output bits, but the computation depends on a secondary 
input of fixed length, the key. Therefore MACs are also referred to as keyed hash functions. In practical applications 
the key on which the computation of a MAC depends is kept secret between two communicating parties. For an 
(unkeyed) hash function, the requirement that the hash result serves as a unique imprint of a message input implies that 
it should be infeasible to find colliding pairs of messages. In some applications however it may be sufficient that for 
any given hash result it is infeasible to find another message hashing to same result. Depending on these requirements 
Praneel [12] provides the following informal definitions for two different types of hash functions. 
 
A one-way hash function is a function h that satisfies the following conditions: 
 

1. The input x can be of arbitrary length and the result h(x) has a fixed length of n bits. 
2. Given h and an input x, the computation of h(x) must be easy. 
3. The function must be one-way in the sense that given a y in the image of h, it is hard to find a message x such 

that h(x) = y (preimage-resistance), and given x and h(x) it is hard to find a message x' ≠ x such that h(x') = h(x) 
(second preimage- resistance). 

 
A collision-resistant hash function is a function h that satisfies the following conditions: 
 

1. The input x can be of arbitrary length and the result h(x) has a fixed length of   n bits. 
2. Given h and an input x, the computation of h(x) must be easy. 
3. The function must be collision-resistant: this means that it is hard to find two distinct messages that hash to the 

same result (i.e., find x and x' with x ≠ x' such that h(x) = h(x')).  
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For a message authentication code, the computation depends on a secondary input, the secret key. The main idea is that 
an adversary without knowledge of this key should be unable to forge the MAC result for any new message, even when 
many previous messages and their corresponding MAC results are known. The following informal definition was given 
by Praneel [12]. A message authentication code or MAC is a function h satisfies the following conditions: 
 

1. The input x can be of arbitrary length and the result h (K, x) has a fixed length of n bits. The function has a 
secondary input the key K, with a fixed length of k bits. 

2. Given h, K and an input x, the computation of h (K, x) must be easy. 
3. Given a message x (with unknown K), it must be hard to determine h (K, x).  
4. Even when a large set of pairs {xi, h (K, xi)} is known, it is hard to determine the key K or to compute h(K, x') 

for any new message x' ≠ x i 
 
Definition: A hash function h: D → R where the domain D = {0, 1}*, and the range R = {0, 1}n for some n≥1. 
 
Definition: A MAC is a function h:  K X M→ R where the key space K = {0, 1}k, the message space M = {0,1}* , and 
the range R = {0,1}𝑛𝑛  for k,n ≥ 1 
 
Early suggestions (SHA family) did not really use  any mathematical ideas apart from Merkle-Damgard [5] 
construction for producing collision resistant hash functions from collision resistant compression functions, the main  
idea was just to “create a mess” by using complex iterations. We have to admit that a”mess” might be good for hiding 
purposes, but only to some extent. 
 
At CRYPTO ’94, Tillich and Zemor [13] proposed a family of hash functions, based on computing a suitable matrix 
product in groups of the form SL2(F2n) .Tillich-Zemor  suggested a mathematical hash function, which hash bit by bit. 
That is”0”bit is hashed to a particular 2x2 matrix A0and the “1” bit is hashed to another 2x2 matrix A1. For example 
11000100 is hashed to the matrix A1

2A0
3A1A0

2.It is possible only when this pair of elements A0, A1 should be from an 
Algebraic structure. Tillich and Zemor use matrices A0, A1 from the group SL2(R) where R = 𝔽𝔽2[x]./(q(x)) [4]. Where 
𝔽𝔽2 is the field of two elements, 𝔽𝔽2[x]. is the ring of polynomials over 𝔽𝔽2. and (q(x)) is the ideal of 𝔽𝔽2[x]. generated by an 
irreducible polynomial q(x) of degree n  where n is a prime.  
 
For example:    q(x) =x167+x7+x6+x5+x4+x+1 [5]. 

 
Thus R= 𝔽𝔽2[x]./(q(x))   isomorphic  to 𝔽𝔽2n  the field with 2n elements .The matrices A0 and A1 are the following: 
 
A0 =  �𝑥𝑥 1

1 0� , 𝐴𝐴1  =   �𝑥𝑥 𝑥𝑥 + 1
1 1 �. 

 
For the bitstring v = b1.....bm ∈ 𝑉𝑉= {0, 1}*, where {0, 1}*is the collection of  bit strings of arbitrary length. The Tillich 
–Zemor hash function h' is defined as follows: 
 
                                                  hʹ (b1......bm) =  𝐴𝐴𝑏𝑏1 ......𝐴𝐴𝑏𝑏𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(𝑥𝑥) 
 
2. HASH FUNCTION 
 
2.1 New hash function 
 
Let B0 and B1 be the following matrices   
 
B0= (A0

-1)T and B1=(A1
-1)T  then   B0 = �0 1

1 𝑥𝑥� and B1 = � 1 1
𝑥𝑥 + 1 𝑥𝑥�. 

 
For the bitstring v = 𝑏𝑏1 … . . 𝑏𝑏𝑚𝑚 ∈ V we define the new hash function h as follows: 
 
                                     h (b1....bm) = 𝐵𝐵𝑏𝑏1 ...........𝐵𝐵𝑏𝑏𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(𝑥𝑥). 
 
Since the matrices A0 and A1 generate SL2(R), by preliminary group theory B0 and B1 also generate the same. 
 
As in the case of this new hash function this new construction is twofold: the hash function display a catenation 
property and one can associate to such a scheme a Cayley Graph, several parameters of which are relevant in security. 
 
Concatenation property. If x and y are two texts, then their cancatenation xy has hashed value H(xy) = H(x)H(y). This 
clearly allows an easy parallelization of the scheme, and pre computations when parts of the message are known in 
advance. 
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Parameters of the associated cayley Graph. We can associate to this scheme the Cayley graph   (G, S): its vertex set is 
G and there is a directed edge from g1 to g2 if and only if g1

-1g2 ∈ S. The following parameters are of fundamental 
importance when studying the security of the hash function. 
 
Definition: Call the directed girth of a graph, the largest integer 𝜕𝜕  such that given any two vertices v and w, any pair of 
distinct directed paths joining v and w will be such that one of those paths has length(i.e. number of edges) 𝜕𝜕 or more. 
 
This property of cayley graph gives the following property of hash function. 
 
Proposition 1: If we replace k consecutive symbols of a text x = x1x2....xixi+1...xi+k xi+k+1.....xt by a string of h 
consecutive symbols so that the resulting text x' = x1x2....xiyi+1...yi+h xi+k+1.....xt. have the same hashed value, then sup (k, 
h) ≥ 𝜕𝜕. 
 
In other words, if we can obtain cayley graph with a large 𝜕𝜕, we protect against local modifications of the text. The 
following theorem establishes the girth for this Cayley graph. 
 
Theorem 2: The girth of the Cayley graph associated with the group SL2(R) and generators {B0,B1} is greater than n. 
 
To prove this theorem, first consider the following lemmas. 
 
Lemma 3: Let S1, S2,...,Sk ∈ {B0,B1} and k < n. Then S1S2...Sk has the form 𝑀𝑀𝐵𝐵0  when Sk = B0 or 𝑀𝑀𝐵𝐵1  when Sk = B1,  

where 𝑀𝑀𝐵𝐵0 = �𝑎𝑎𝑘𝑘−2(𝑥𝑥) 𝑏𝑏𝑘𝑘−1(𝑥𝑥)
𝑐𝑐𝑘𝑘−1(𝑥𝑥) 𝑚𝑚𝑘𝑘(𝑥𝑥) � , 𝑀𝑀𝐵𝐵1  = �𝑎𝑎𝑘𝑘−1(𝑥𝑥) 𝑏𝑏𝑘𝑘−1(𝑥𝑥)

𝑐𝑐𝑘𝑘(𝑥𝑥) 𝑚𝑚𝑘𝑘(𝑥𝑥) � and ai, bi, ci, di are polynomials of degree i over 𝔽𝔽2[x]. 

 
Proof: We prove the lemma by induction on k. Suppose that the lemma holds for strings of length l< k. Let S1, S2,...,Sl ∈ 
{B0,B1}. Suppose that Sl = B0. By induction hypothesis the product S1S2...Sl. B0 has the form 
 

 �𝑎𝑎𝑙𝑙−2(𝑥𝑥) 𝑏𝑏𝑙𝑙−1(𝑥𝑥)
𝑐𝑐𝑙𝑙−1(𝑥𝑥) 𝑚𝑚𝑙𝑙(𝑥𝑥) �* B0 = �

𝑏𝑏𝑙𝑙−1(𝑥𝑥) 𝑎𝑎𝑙𝑙−2(𝑥𝑥) + 𝑥𝑥𝑏𝑏𝑙𝑙−1(𝑥𝑥)
𝑚𝑚𝑙𝑙(𝑥𝑥) 𝑐𝑐𝑙𝑙−1(𝑥𝑥) + 𝑥𝑥𝑚𝑚𝑙𝑙(𝑥𝑥) � 

 
Similarly, the product S1S2...Sl.B1 has the form 
 

 �𝑎𝑎𝑙𝑙−2(𝑥𝑥) 𝑏𝑏𝑙𝑙−1(𝑥𝑥)
𝑐𝑐𝑙𝑙−1(𝑥𝑥) 𝑚𝑚𝑙𝑙(𝑥𝑥) �* B1=�

𝑎𝑎𝑙𝑙−2(𝑥𝑥) + (𝑥𝑥 + 1)𝑏𝑏𝑙𝑙−1(𝑥𝑥) 𝑎𝑎𝑙𝑙−2(𝑥𝑥) + 𝑥𝑥𝑏𝑏𝑙𝑙−1(𝑥𝑥)
𝑐𝑐𝑙𝑙−1(𝑥𝑥) + (𝑥𝑥 + 1)𝑚𝑚𝑙𝑙(𝑥𝑥) 𝑐𝑐𝑙𝑙−1(𝑥𝑥) + 𝑥𝑥𝑚𝑚𝑙𝑙(𝑥𝑥) �. 

 
As l < k < n, no reduction occurs modulo the irreducible polynomial of degree n. Thus in both the cases this follows 
the form stated in the lemma. In the case where Sl = B1 the same process can be used to show that the product S1S2...Sl. 
B0 has the form 𝑀𝑀𝐵𝐵0  and S1S2...Sl. B1 has the form of  𝑀𝑀𝐵𝐵1 . 
 
Lemma 4: Let S1, S2,...,Sk and T1,T2,...,Tl be two different strings of B0s and B1s with k, l < n. Then the S1S2...Sk ≠ 
T1T2...Tl. 
 
Proof: By the previous lemma, these strings can only have the same form if k = l and Sk = Tl. 
 
By canceling Sk from both sides and iterating this argument, we see that Si must equal Ti for all 1≤ i ≤ k. 
 
Thus, to see that the girth of the Cayley graph associated with SL2(R) is at least n,  
 
let S1,S2,...,Sk and T1,T2,...,Tl be from{B0,B1} and l, k < n.  
 
By above lemma, the products S1S2...Sk and T1T2...Tl must be different. Therefore the girth of the graph must be at least 
n. 
 
Expanding properties. A desirable feature of any hash function is the equidistribution of the hashed values. This 
property can be guaranteed if the associated Cayley graph 𝒞𝒞 (G, S) satisfies 
 
Proposition 5: If 𝒞𝒞(G,S) is a Cayley graph such that the gcd of its cycle lengths equal 1, then for the corresponding 
hash function, the distribution of hashed values of texts of length n tends to equidistribution when n tents to infinity. 
 
Thus we got a hash function which meets all the security properties. 
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3. CONCLUSION 
 
The advantages of this paper are 1.The new hash function is not vulnerable for collision, preimage and second 
preimage. 2. Its execution is easy. 3. It is based on the finite fields.4.Its execution is bitwise. This hash function can be 
used in Cloud Computing, Digital Signature and the other relative areas. 
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