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ABSTRACT 
Reference full rank factorization theory over fields, this paper will extend the theory of full rank decomposition of 
matrices over fields to skew fields. This paper also gives some applications, such as the proof of classical inequality 
and the compute of the Drazin  inverse and PM −  inverse. 
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1. INTRODUCTION 
 
A matrix is expressed by the multiplication of a number of simple structural matrices, which is called the 
decomposition of matrices. It is important for us to reveal the full rank decomposition and using this theory to solve 
some problem of matrices. This paper expands the theory of full rank decomposition of matrices. Using this theory to 
certify Forbeniua inequality and Sylvester inequality and calculate the Drazin  inverse and PM −  inverse. 
 
In this paper, K denotes a skew field, nmK ×  represents the set of nm×  order matrix, ( )KM n  represents the set of 

nn×  order matrix over K , ( )KGLn  means the all of the inverse matrix of n  order , ∗A means the conjugate 

transpose matrix of .A  
 
2. PREPARATION KNOWLEDGE 
 
Definition: ]1[1  Let R  is a non-commutative principal ideal domian with involutorial anti-automorphism ,σ ,m nA R ×∈   

if there exits mnRX ×∈ such that: 
 

,AXA A= ,XAX X= ( ) ,AX AX∗ =  ( ) XAXA =∗ . 

Then, we say X is a PenroseMoore −  inverse of A，denoted +A . 
 
Definition: ]1[2  Let ( )KMA n∈ , if there is a ( )KMX n∈ such that: 

XAA kk 1+= , AXX 2= , XAAX =  
 

Then, we say X is a Drazin  inverse of A，denoted DA . 
 

Lemma: [ ]21  Let D is a non-singular matrix, ( )KM
DC
BA

n∈







, then 

( ) ( )CBDArDr
DC
BA

r 1−−+=







. 
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Lemma: [ ]12  Let ,m nA K ×∈ mtKB ×∈ , nsKC ×∈ and nrankA = , ,rankB m= srankC = , then, 

rankA = rankBA = TrankAC = TrankBAC  
 
Lemma: [ ]13  Let nmKA ×∈ , if there is ( )KMT n∈ , ( )KMS n∈ , then  

    ( ) ( ) ( )TASrankASrankTArankrankA ===  
 
3. MAIN CONCLUSION 
 
Theorem: 1 If nmKA ×∈ ， ( )0>= rrrankA , then CDA = , where rmKC ×∈ is a row full rank matrix, nrKD ×∈  
is a column full rank matrix. 
 
Proof: Because ,rrankA =  by the series of elementary row transformations, we can transfer A into a row step-

formed matrix B , where 







=

0
D

B , ,nrKD ×∈ and .rankA r= . Then exists a product of many elementary matrix, 

such that BPA = , namely BPA 1−= , we write ( ),1 MCP =−  ,m rC K ×∈  ( ) ,m m rM K × −∈  then  

A= ( ) ,
0
D

C M CD 
= 

 
 C is a rm× column full rank matrix, D is a nr ×  row full rank matrix. So CDA = is 

a column full rank decomposition of A . 
 
Theorem: 2 Let nmKA ×∈ , ( )0>= rrrankA , if A is a line-simplify matrix, the column riii 21,  of matrix D in 









=

0
D

B is the first r columns of the identify matrix rI in the proper order. We set ( )
riiiC ααα 

21
,= , then 

CDA = is the full rank decomposition of .A  
 
Proof: Actually, finding the full rank decomposition of A is to find the maximal linearly independent group of column 
vector group nααα 21, . Let ( )

riiiC ααα 

21
,= , then, it is a rm× column full rank matrix. As to any column 

vector ijα , we have ( )




















=

rj

j

j

iiiij

k

k
k

r




2

1

21
, αααα , 

Note ( )rnrijkK −×= ][ , and take n order permutation matrix ( )
niii εεε 

21
, , then 

( ) ( )( )KIA kiiin r
,,,

2121 αααααα  == = ( ) ( )[ ]1,,
21

PKIkiii r
ααα  . We let permutation matrix

( ) == −1
1 21

,
niiiP εεε  ( )Hiii n

εεε 

21
, . ( ) 1, PKID r=  is a nr ×  row full rank matrix. 

 
For ( ) 1, PKID r= we consider it as follows: according to a series of element row operation, that is there is a universe 

matrix P , we can transform A into BPA = , where ( )nB βββ 21,= ,that is ii P βα 1−= . We know 

( )nααα 21, and ( )nβββ 21, have the same pertinence relativity pertinence. So for BPA 1−= , we have 

( ) ( )( )PKIB riiin r
,,,,

2121 ββββββ  == . 
 
So according to a series of element row operations, we can obtain a matrix B as referred in the theory and 

( ) ( )








=








=








=

00
,

0,
0

1
1

DPKI
PI

I
B r

r
r . ( ) 1, PKID r=  is a nr ×  row full rank matrix. We take the maximal 

linearly independent column group ( )
riii ααα 

21
, of A to form a rm× column full rank matrix 

( )
riiiC ααα 

21
,= .Namely A = ( ) ( )[ ]1,,

21
PKIkiii r

ααα  = CD . 
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Example: 1 Let
















=

001
00

1

j
ki
kji

A , compute the column rank decomposition of it. By the series of elementary row 

transformations, we can transfer A into a row step-formed matrix .B  we records the product of elementary matrix.  

[ ]
















−−−
→
















→

10100
01000
0011

10001
01000
0011

, 3

ki
ki
kji

kj
ki
kji

IA  

            [ ]PBki
kji

,
1110000
01000
0011

=
















−
→  
















=

0000
00

1
ki
kji

B , 

















−
=

111
010
001

P , 

















−
=−

111
010
001

1P  

 
According to the theorem 1, we can obtain  


























−
==

ki
kji

CDA
00

1

11
10
01

. 

 

Example: 2 Let
















−=
jki
ij

kji
A

0
00

0
, compute the column rank decomposition of it. According to the method of 

theorem 2, 








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




 −
→




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
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
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




−=

0000
010

01
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0

0
00
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

 −
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Then, CD
k

j

i
j
ji

A =






 −
















=

010
101

0
0 . 

 
Theorem: 3 Let ( )KMA n∈ , and ( ) nAIrankrankA n =−= ,then A is a idempotent matrix. 
 
Proof: In order to certify AA =2 , only ( ) 02 =− AAr . Let ( ) ,r A r=  then ( ) 0=−+− AIrnr n . The full rank 

decomposition of ,HLA = where rmKH ×∈ is a row full rank matrix, nrKL ×∈ is a column full rank matrix. 
 
Then according to lemma 1: 
 
( ) ( ) ( )[ ] ( )HLIIrLHLIIHrHLHLHLrAAr nrnr −=−=−=−2  

                   ( ) n
I
HHLI

Ir
IL
HI

r

n
n

r

n −






 −
=−








=

0
 

                   [ ] [ ] 0=−+−=−−+= AIrnrnHLIrr nn  

So, A is a idempotent matrix. 
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Theorem: 4 ( Sylvester inequality) Let nmKA ×∈ , ,n tB K ×∈  then,  

( ) nrankBrankAABrank −+≥  
 
Proof: Let ( )0>= rrrankA , let ,HLA = where rmKH ×∈ is a row full rank matrix, nrKL ×∈ is a column full 

rank matrix. Then there is ( ) nrnKL ×−∈ such as ( )KM
L
L

n∈








1

, where .1 rnrankL −=  

According to lemma 2: 















−








===

BLBL
LB

rankLBrankHLBrankABrank
11

0
)()()( . According to lemma 3, 

we know: 

( ) )()( 11
1

BLrankrankBBLrankB
L
L

rankABrank −=−















≥  

                    ( ) nrankBrankArnrankBrankLrankB −+=−−=−≥ 1 . 
 
Theorem: 5 ( Forbeniua inequality) Let nmKA ×∈ , tnKB ×∈ , stKC ×∈ then,  
 

( ) BBCrankABrankABCrank −+≥ )()(  
 
Proof: Let ( )0>= rrrankB , let ,HLB = where rmKH ×∈ is a row full rank matrix, nrKL ×∈ is a column full 
rank matrix.  According to the theorem 4,  
 

rLCrankAHrankLCAHrankABCrank −+≥= )()())(()(  
 
According to lemma 2, we can know,  

)()()( ABrankAHLrankAHrank ==  
 

)()()( BCrankHLCrankLCrank ==  
 
So , ( ) BBCrankABrankABCrank −+≥ )()( . 
 
Theorem:6 Let ( )KMA n∈ , let ,HLA = where rmKH ×∈ is a row full rank matrix, nrKL ×∈ is a column full 

rank matrix. Then the existences of #A if and only if LH is a non-singular matrix, and LLHHA 2# )( −= . 
 
Proof: If #A exists, according to XAA 2= , we can know 2rankArankA ≤ , because rankArankA ≤2 ,  
 
So                                                                               2 .rankA rankA r= =  
 

)()()()( HLrankLLHrankHHLHLrankHLrankr ≤===  
 

rrankLHLrank ≤≤)( , so rLHrank =)( . We can know LH is a non-singular matrix.  
 
In addition, because LH is a non-singular matrix, it is meaningful to LLHHX 2)( −= . It is easy for us to certify X
satisfies four conditions of Drazin  inverse.  
 
The theorem have certified. 
 
Theorem: 7 Let nmKA ×∈ , let ,HLA = where rmKH ×∈ is a row full rank matrix, nrKL ×∈ is a column full rank 

matrix, then *1*** )( HALHLA −+ = . 
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Proof: First ( )****** )( LLHHHLLHALH == , and HH * and *LL are square matrices. So **ALH  is a non-
singular matrix. 
 

*1*1***1*** )()()( HHHLLLHALHLA −−−+ == . 
 
Let *1*** )( HALHLX −= , *1* )( HHHHAX −= , LLLLXA 1** )( −= . Then,  
 

AAXA = , XXAX = , ( ) AXAX =∗ , ( ) XAXA =∗ . 
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