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ABSTRACT 

In this paper, we use the relatively prime polynomial of rank identities of the product of matrix, and the method of 
constructing block matrix, and conducting elementary transformation, if we can add some constraints and transform 
the rank identities from the domain to the skew field, finally we get a series of the conclusion of the rank of matrices 
over skew field. 
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1. INTRODUCTION 
 
Rank is an important and widely used numerical characteristic of matrix. Studying the ranks of matrixes is a basic 
problem of algebra. On the matrix theory over skew field, the result of the ranks of matrixes more takes the form of 
inequation. It causes a lot of inconvenience in the further application of the ranks of matrixes. Therefore, this article 
will discuss the identical equations of ranks of matrixes over skew field using the coprime polynomials.  
 
2. PREPARATION KNOWLEDGE 
 
In this paper, let K  be a skew field and x  be unknown. [ ]xK  is a ring. ( )Ar  is denoted the rank of matrix A . 

( ) ( ) ( )( )xgxfxd ,=  and ( ) ( ) ( )[ ]xgxfxm ,= of leading coefficient being 1 are respectively denoted the greatest 

left common divisor and the least right common multiple ( )xf  and ( )xg . If ( )KC  is the centre of skew field K , 

( ) }{ KxxaaxKaKC ∈∀=∈= , . 
 
Lemma 2.1: Let ( ) ( ) [ ]xCxgxf ∈,  be the polynomials of the leading coefficient being 1, and ( )xd  and ( )xm  are 

respectively denoted the greatest left common divisor and the least right common multiple of ( )xf  and ( )xg , then 

( ) ( ) ( ) ( )xmxdxgxf = . 
 
Lemma 2.2: The sufficient and necessary condition for two polynomials ( ) ( ) [ ]xCxgxf ∈,  are said to be relatively 

prime is there are ( ) ( ) [ ]xKxvxu ∈,  such that ( ) ( ) ( ) ( ) 1=+ xgxvxfxu . 
 
Lemma 2.3: Let ( ) ( ) [ ] ( )njmixCxgxf ji ,,2,1;,,2,1,,  ==∈  and ( ) ( )( ) 1, =xgxf ji , then 

( ) ( ) ( )njmixgxf j

n

ji ,,2,1;,,2,1,1,
1

 ===





 Π

=
. 

 
3. THEOREM AND COROLLARY 
 
Theorem 3.1: Let ( ) ( ) [ ]xCxgxfKA nn ∈∈ × ,, . If ( ) ( )( ) 1, =xgxf , then 

( )( ) ( )( ) ( ) ( )( ) nAgAfrAgrAfr =−+ . 
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Proof: Since ( ) ( )( ) 1, =xgxf , by the lemma 2.2, ( ) ( ) ( ) ( ) ( ) ( ) [ ]xKxvxuxgxvxfxu ∈=+ ,,1 . We substitute the 

matrix A  into the formula, where ,nnKA ×∈  then  

( ) ( ) ( ) ( ) EAgAvAfAu =+ . 
 

Constructing block matrix M and conducting elementary transformation, we have 
( )

( )
( ) ( ) ( )

( )
( ) ( ) ( ) ( ) ( )

( )
( )

( ) .







=







 −−
→








 −
→








=

AgO
OAf

AgO
AvAgAfAuEAf

AgO
AfAuEAf

AgO
EAf

M
 

 
Then  

( )
( )

( )
( ) ( )( ) ( )( )AgrAfr
AgO

OAf
r

AgO
EAf

r +=







=








.                                                    (1) 

 
We conduct another transformation for M , 

   
( )

( )
( )

( ) ( ) ( ) ( ) ( ) 







−

→







−

→







=

OAgAf
EO

AgAgAf
EAf

AgO
EAf

M , 

 
Therefore 

( )
( ) ( ) ( ) ( )( ) ( )( )AgrAfrn

OAgAf
EO

r
AgO

EAf
r ++=








−

=







.                                      (2) 

 
By combining the above (1), (2) two equations, we have 

( )( ) ( )( ) ( ) ( )( ) nAgAfrAgrAfr =−+ . 
 
Specially, for the theorem 3.1, when ( ) ( ) OAgAf = , we have ( )( ) ( )( ) nAgrAfr =+ . 
 
Corollary 3.1: Let ( ) ( ) [ ] ( )njmixKxgxfKA j

nn ,,2,1;,,2,1,, i  ==∈∈ × ， . If ( ) ( )( ) 1, =xgxf ji , then  

( ) ( ) ( ) ( ) nxgxfrxgrxfr j

n

ji

m

ij

n

ji

m

i
=






 ΠΠ−






Π+






Π

==== 1111
. 

 

Proof: ( ) ( )( ) 1, =xgxf ji , so ( ) ( ) ( )njxgxf j

n

ji ,,2,1,1,
1

==





 Π

=
, and then  

( ) ( ) ( )mixgxf j

n

ji

m

i
,,2,1,1,

11
==






 ΠΠ

==
. 

 
According to the conclusion of theorem 3.1, we have  

( ) ( ) ( ) ( ) nxgxfrxgrxfr j

n

ji

m

ij

n

ji

m

i
=






 ΠΠ−






Π+






Π

==== 1111
. 

 
Corollary 3.2: Let ( ) [ ] mixCxfKA nn ,,2,1, i =∈∈ × ， . If ( ) ( ) ,,, 21 xfxf  ( )xfm  are said to be the 
polynomial of pairwise coprime, then  

( )( ) ( ) ( )nmAfrAfr i

m

i

m

i
i 1

11
−=






Π−

=
=
∑ . 

 
Proof: We use mathematical induction to prove the conclusion. 
When 2=m , then ( )( ) ( )( ) ( ) ( )( )AfAfrnAfrAfr 2121 +=+  obviously established. 
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If when km = , the conclusion is established. Then when km = , set ( ) ( ) ( )xfxfxg kk 1+= , by the following two 

equations ( ) ( )( ) ( ) ( )( ) ( )11,1,,1, 1 −≤≤== + kixfxfxfxf kiki , we have  

( ) ( ) ( )( ) ( ) ( )( ) 1,, 1 ==+ xgxfxfxfxf ikki . 
 

According to the hypothesis, we have  

( )( ) ( )( ) ( )( ) ( )( ) ( ) ( )nkAfrAgrAfrAfrAfr i

k

ik 1
1

1121 −=





Π−++++

+

=− , 

and know 
( )( ) ( )( ) ( ) ( )( ) ( )AgnAfAfrnAfrAfr kkkk +=+=+ ++ 11 . 

 
So we will get the conclusion. 
 

Specially, when ( ) 0
1

=Π
=

xfi

m

i
, we have ( )( ) ( )( ) ( )( ) ( )nmAfrxfrxfr m 121 −=+++  . 

 
Therefore we get the following corollary. 
 
Corollary 3.3: Let ( ) [ ] mixCxfKA nn ,,2,1, i L�=∈∈ × . If ( ) ( ) ( )xfxfxf m,,, 21   are said to be the 

polynomial of pairwise coprime, and ( ) ( ) ( )mjijiAfAf ji ,,2,1,,,0 =≠= , we have 

( )( ) ( )( ) ( )( ) mnAfrAfrAfr m 2
1

21 =+++  . 

 
Proof: Because   ( ) ( ) ( ) ( )( ) jiAfAfOAfAf jiji ≠== ,1,, ,  

( )( ) ( )( ) ( )mjijinAfrAfr ji ,,2,1,,, =≠=+ . 
 

We will add ( )1−mm  polynomials above and get the conclusion: 

( ) ( )( ) ( )( ) ( )( )( ) ( )nmmAfrxfrxfrm m 112 21 −=+++−  . 
 
So the corollary 3.3 was established. 
 
Theorem 3.2: Let ( ) ( ) [ ]xCxgxfKA nn ∈∈ × ,, , and be the above definition of ( ) ( )xmxd , , then  

( )( ) ( )( ) ( )( ) ( )( )AmrAdrAgrAfr +=+ . 
 
Proof: If there are zero polynomials at least between ( )xf  and ( )xg , then the conclusion is obviously established.  
 
Now let ( ) ( ) 0,0 ≠≠ xgxf , we have 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) [ ]( ) ( ) ( )( ) 1,,,,, 111111 =∈== xgxfxCxgxfxgxdxgxfxdxf . 
 
Then 

( ) ( ) ( ) ( ) ( )AgAvAfAuAd += . 
 

Constructing block matrix 
( )

( )






AgO

OAf
 and conducting elementary transformation, we have 

( )
( )

( )
( ) ( ) ( ) ( ) ( )

f A O f A O
O g A u A f A v A g A g A

   
→   +   

 

( )
( ) ( )

( ) ( ) ( )
( ) ( ) ( ) ( )

1

1

f A O f A g A f A
d A g A d A g A g A d A

−   
→ →   −   
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( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

( ) ( ) ( )
( )

( )
( ) ( ) ( )

( )
( )

1 1 1 1 1

1

1 1

1 1

.

f A d A f A g A f A g A d A f A g A f A
d A g A g A d A

O g A d A f A d A O d A O
d A O O g A f A d A O m A

− − + + 
→  − 

−     
→ → =     

     

 

 
So, 

( )
( )

( )
( )






=








AmO

OAd
r

AgO
OAf

r . 

 
Therefore, the conclusion  

( )( ) ( )( ) ( )( ) ( )( )AmrAdrAgrAfr +=+  
was established. 
 
Specially, if ( ) OAf = , then ( )( ) ( )( )AgrAfr = . 
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