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#### Abstract

Letm $>1$ be a positive integers, $Z_{m}$ the residue class ring of module $m$ and $M_{2}\left(Z_{m}\right)$ the module of all $2 \times 2$ matrices over $Z_{m}$. For a matrix $A \in M_{2}\left(Z_{m}\right)$, we denote by $|A|$ the determinant of $A$. The aim of this paper is to characterize additive maps $\varphi: M_{2}\left(Z_{m}\right) \rightarrow M_{2}\left(Z_{m}\right)$ such that $|\varphi(A)|=|A|$.
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## 1. INTRODUCTION

Suppose $C$ is the field of all complex numbers, $R$ is a ring and $Z$ is the integral ring. Let $M_{n}(R)$ be the module of all $n \times n$ matrices over $R$, and $G L_{2}(R)$ the subsets of $M_{2}(R)$ consisting of all invertible matrices. For integers $a, b, c$, not all 0 , denote by $(a, b, c)$ the greatest common divisor of them, and if $a$ divides $b$, then denote $a \mid b$. For a matrix $A \in M_{n}(R)$, we denote by $A^{t}$ the transpose of $A$, by $A^{-1}$ the inverse of $A$, and by $|A|$ the determinant of $A$. A map $\sigma: M_{n}(R) \rightarrow M_{n}(R)$ is said to preserve determinant if $|\sigma(A)|=|A|$ for any $A \in M_{n}(R)$. Denote by $E_{i j}$ the matrix with 1 in the $(i, j)$ th entry and 0 elsewhere. Throughout the paper, $m>1$ is an integer with the prime-power factorization $m=p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2}} \cdots p_{s}^{\alpha_{s}}, Z_{m}$ is the residue class ring of module $m$, and $\varphi$ is an additive determinant preserver on $M_{2}\left(Z_{m}\right)$.

The problem studied by this paper belongs to preserver problems, which concerns the characterization of the maps on matrices that leave certain function, subsets, relations, etc., invariant. The earliest paper about this problem can be date back to 1897, in [1], Frobenius studied the linear operators preserving determinant on $M_{n}(C)$. Since then, especially in the last few decades there have been a lot of papers in this kind of problem. It was once one of the most active directions in matrix algebra. The early articles discussed so far are mostly on linear maps on matrices over fields. With the deepening and complexity of research, the problem was naturally transported to general maps or tensor products of matrices or matrices over rings. See [2-11] and their references. The purpose of this paper is to characterize maps preserving determinant on $M_{2}\left(Z_{m}\right)$. Our main result reads as follow.

## MAIN THEOREM

Suppose $\varphi: M_{2}\left(Z_{m}\right) \rightarrow M_{2}\left(Z_{m}\right)$ is an additive map, then $\varphi$ preserves determinant if and only if there exist $P, Q \in G L_{2}\left(Z_{m}\right)$ such that

$$
\varphi\left(\left[\begin{array}{cc}
\bar{a} & \bar{b} \\
\bar{c} & \bar{d}
\end{array}\right]\right)=P\left[\begin{array}{cc}
\bar{a} & \overline{y b+u c} \\
\overline{u b+y c} & \bar{d}
\end{array}\right] Q, \quad \forall\left[\begin{array}{cc}
\bar{a} & \bar{b} \\
\bar{c} & \bar{d}
\end{array}\right] \in M_{2}\left(Z_{m}\right)
$$

where $\overline{y u}=\overline{0}, \overline{y^{2}+u^{2}}=\overline{1}$, and $|P Q|=\overline{1}$

In particular, if $s=1$, then $\varphi(A)=P A Q, \forall A \in M_{2}\left(Z_{m}\right)$ or $\varphi(A)=P A^{t} Q, \forall A \in M_{2}\left(Z_{m}\right)$.
It is easy to see the following corollary holds from the proof of the theorem.
Corollary: Suppose $\phi: M_{2}(Z) \rightarrow M_{2}(Z)$ is an additive map, then $\phi$ preserves determinant if and only if there exist $P, Q \in G L_{2}(Z)$ such that $\phi(A)=P A Q, \forall A \in M_{2}(Z)$ or $\phi(A)=P A^{t} Q, \forall A \in M_{2}(Z)$.

## 2. PRELIMINARY RESULTS

Before proving our main result, let us write four simple lemmas which we will need in the sequel. We start with two well-known statement.

Lemma 1: Suppose a is an integer.
(1) $\operatorname{If}(a, m)=1$, then a is a unit in $Z_{m}$;
(2) If $(a, m) \neq 1, m$, then a is zero factor.

Lemma 2: Let $a, b$ and $c$ be nonzero integers. Then the equation $a x+b y+c z=1$ has integral solutions if and only if $(a, b, c)=1$.

Lemma 3: $\varphi$ is linear.
Proof: $\operatorname{From} \varphi(\overline{0})=\varphi(\overline{0}+\overline{0})=\varphi(\overline{0})+\varphi(\overline{0})$, we know $\varphi(\overline{0})=O$.
For any $\bar{k} \in Z_{m}$ with $0<k<m$, let $A \in M_{2}\left(Z_{m}\right)$, then

$$
\varphi(\bar{k} A)=\varphi(k A)=k \varphi(A)=\bar{k} \varphi(A)
$$

Lemma 4: $\varphi$ is injective.
Proof: Suppose $\varphi(A)=\varphi(B)$, then $\varphi(A-B)=O$. If $A-B \neq O$, then there exist $P, Q \in G L_{2}\left(Z_{m}\right)$ such that

$$
A-B=P\left[\begin{array}{ll}
\bar{a} & \bar{b} \\
\bar{c} & \bar{d}
\end{array}\right] Q
$$

with $\bar{a} \neq \overline{0}$. Since $|P Q| \overline{a d-b c}=|A-B|=|\varphi(A-B)|=|O|=\overline{0}, \overline{a d-b c}=\overline{0}$. Set $C=P E_{22} Q$, then

$$
|P Q| \bar{a}=|A-B+C|=|\varphi(A-B+C)|=|\varphi(A-B)+\varphi(C)|=|\varphi(C)|=\overline{0}
$$

thus $\bar{a}=\overline{0}$, it is a contradiction. Hence $A-B=O$, i.e., $A=B, \varphi$ is injective.

Lemma 5: If $A=\left[\begin{array}{ll}\overline{a_{1}} & \overline{b_{1}} \\ \overline{c_{1}} & \overline{d_{1}}\end{array}\right]$, where $0 \leq a, b, c, d<m$, then there exist $P, Q \in G L_{2}\left(Z_{m}\right)$ such that $P A Q=\left[\begin{array}{ll}\overline{a_{2}} & \overline{b_{2}} \\ \overline{c_{2}} & \overline{d_{2}}\end{array}\right]$, where $\overline{a_{2}}$ divides $\overline{b_{2}}, \overline{c_{2}}$ and $\overline{d_{2}}$.

Proof: If $\overline{a_{1}}, \overline{b_{1}}, \overline{c_{1}}, \overline{d_{1}}$ are all $\overline{0}$, then the conclusion is natural, In the following, we consider the case: there is one which is not equal to $\overline{0}$ in $\overline{a_{1}}, \overline{b_{1}}, \overline{c_{1}}, \overline{d_{1}}$. Without loss of generality, we may suppose $\overline{a_{1}} \neq \overline{0}$.
(1) If $\overline{a_{1}}$ does not divide $\overline{b_{1}}$, then $a_{1}$ does not divide $b_{1}$ Suppose $b_{1}=q_{1} a_{1}+r_{1}$, where $q_{1}$ and $r_{1}$ are integers, and $0<r_{1}<a_{1}$. Set

$$
Q_{1}=\left[\begin{array}{ll}
\overline{0} & \overline{1} \\
\overline{1} & \overline{0}
\end{array}\right]\left[\begin{array}{cc}
\overline{1} & \overline{q_{1}} \\
\overline{0} & \overline{1}
\end{array}\right] Q
$$

then

$$
A=P\left[\begin{array}{cc}
\bar{r}_{1} & * \\
* & *
\end{array}\right] Q_{1} \text {, where } 0<r_{1}<a_{1}<m \text {. }
$$

(2) If $\overline{a_{1}}$ does not divide $\overline{c_{1}}$, using a similar way to (1), we deduce that there exists $P_{1} \in G L_{2}\left(Z_{m}\right)$ such that

$$
A=P_{1}\left[\begin{array}{cc}
\bar{r}_{2} & * \\
* & *
\end{array}\right] Q_{1} \text {, where } 0<r_{2}<a_{1}<m \text {. }
$$

(3) Else if $\overline{a_{1}}\left|\overline{b_{1}}, \overline{a_{1}}\right| \overline{c_{1}}, \overline{a_{1}}$ does not divide $\overline{d_{1}}$. Suppose $\overline{c_{1}}=\overline{q_{2} a_{1}}$. Set

$$
P_{2}=P\left[\begin{array}{cc}
\overline{1} & \overline{0} \\
\overline{q_{2}} & \overline{1}
\end{array}\right], Q_{2}=\left[\begin{array}{cc}
\overline{1} & \overline{-1} \\
\overline{0} & \overline{1}
\end{array}\right] Q
$$

then

$$
A=P_{2}\left[\begin{array}{cc}
\overline{a_{1}} & \overline{d_{1}+\left(1-q_{2}\right) b_{1}} \\
\overline{0} & \overline{d_{1}-q_{2} b_{1}}
\end{array}\right] Q_{2} .
$$

Because $\overline{a_{1}} \mid \overline{b_{1}}$, but $\overline{a_{1}}$ does not divide $\overline{d_{1}}$, so $\overline{a_{1}}$ does not divide $\overline{d_{1}+\left(1-q_{2}\right) b_{1}}$. Using a similar way to (1), we deduce that there exists $Q_{3} \in G L_{2}\left(Z_{m}\right)$ such that

$$
A=P_{2}\left[\begin{array}{cc}
\bar{r}_{3} & * \\
* & *
\end{array}\right] Q_{3} \text {, where } 0<r_{3}<a_{1}<m \text {. }
$$

Combining (1),(2) and (3), if there is one which is not divided by $\overline{a_{1}}$ in $\overline{b_{1}}, \overline{c_{1}}, \overline{d_{1}}$, then there exist $P_{4}, Q_{4} \in G L_{2}\left(Z_{m}\right)$ such that

$$
A=P_{4}\left[\begin{array}{cc}
\overline{l_{1}} & \overline{l_{2}} \\
\overline{l_{3}} & \overline{l_{4}}
\end{array}\right] Q_{4} \text {, where } 0<l_{1}<a_{1}<m, 0<l_{2}, l_{3}, l_{4}<m
$$

If there is one which is not divided by $\overline{l_{1}}$ in $\overline{l_{2}}, \overline{l_{3}}, \overline{l_{4}}, \cdots$, then there exist $P_{5}, Q_{5} \in G L_{2}\left(Z_{m}\right)$ such that

$$
A=P_{5}\left[\begin{array}{ll}
\overline{v_{1}} & \overline{v_{2}} \\
\overline{v_{3}} & \overline{v_{4}}
\end{array}\right] Q_{5} \text {, where } 0<v_{1}<l_{1}<m, 0<v_{2}, v_{3}, v_{4}<m .
$$

Because $a_{1}$ is a finite positive integer, so the above process must stop after finite steps. Thus there exist $P_{6}$, $Q_{6} \in G L_{2}\left(Z_{m}\right)$ such that

$$
A=P_{6}\left[\begin{array}{ll}
\overline{a_{2}} & \overline{b_{2}} \\
\overline{c_{2}} & \overline{d_{2}}
\end{array}\right] Q_{6}
$$

where $0<a_{2}<a_{1}<m, 0 \leq b_{2}, c_{2}, d_{2}<m$, and $\overline{a_{2}}\left|\overline{b_{2}}, \overline{a_{2}}\right| \overline{c_{2}}, \overline{a_{2}} \mid \overline{d_{2}}$.

## 3. PROOF OF THE MAIN THEOREM

Since the sufficiency part of the Main Theorem is easy, we omit it. In the following we consider only the necessity. We divide the proof into three steps.

Step-1: There exist $P, Q \in G L_{2}\left(Z_{m}\right)$ such that $\varphi\left(E_{11}\right)=P E_{11} Q$.
Note that $\varphi$ is injective, by lemma 5 we know that there exist $P_{1}, Q_{1} \in G L_{2}\left(Z_{m}\right)$ such that $\varphi\left(E_{11}\right)=P_{1}\left[\begin{array}{ll}\bar{a} & \bar{b} \\ \bar{c} & \bar{d}\end{array}\right] Q_{1}$, where $0<a<m$, and $\bar{a}$ divides $\bar{b}, \bar{c}$ and $\bar{d}$.

Suppose $\bar{b}=\overline{q_{1} a}, \bar{c}=\overline{q_{2} a}, \bar{d}=\overline{q_{3} a}$. Set

$$
P_{2}=P_{1}\left(\begin{array}{cc}
\overline{1} & \overline{0} \\
\overline{q_{2}} & \overline{1}
\end{array}\right), Q=\left(\begin{array}{cc}
\overline{1} & \overline{q_{1}} \\
\overline{0} & \overline{1}
\end{array}\right) Q_{1}
$$

then

$$
\varphi\left(E_{11}\right)=P_{2}\left(\begin{array}{cc}
\bar{a} & \overline{0} \\
\overline{0} & \overline{q a}
\end{array}\right) Q
$$

where $\bar{q}=\overline{q_{3}-q_{1} q_{2}}$.
If $\bar{a}$ is zero divisor, i.e., there exists an integer $a_{1}$ such that $0<a_{1}<m$ and $\overline{a_{1} a_{2}}=\overline{0}$, then

$$
\varphi\left(\overline{a_{1}} E_{11}\right)=\overline{a_{1}} \varphi\left(E_{11}\right)=P_{2}\left[\begin{array}{cc}
\overline{a_{1} a} & \overline{0} \\
\overline{0} & \overline{q a_{1} a}
\end{array}\right] Q=0
$$

It is contradict to the injectivity of $\varphi$. Thus $\bar{a}$ is a unit. Since

$$
\overline{0}=\left|E_{11}\right|=\left|\varphi\left(E_{11}\right)\right|=\left|P_{2}\right||Q| \overline{q a^{2}},
$$

$\bar{q}=\overline{0}$. Set

$$
P=P_{2}\left[\begin{array}{cc}
\bar{a} & \overline{0} \\
\overline{0} & \overline{1}
\end{array}\right]
$$

then $\varphi\left(E_{11}\right)=P E_{11} Q$.
Step-2: There exist $M, N \in G L_{2}\left(Z_{m}\right)$ such that $\varphi\left(E_{i i}\right)=M E_{i i} N, i=1,2$.
Suppose $\varphi\left(E_{22}\right)=P\left(\begin{array}{cc}\bar{x} & \bar{y} \\ \bar{u} & \bar{v}\end{array}\right) Q$. Since

$$
\overline{0}=\left|E_{22}\right|=\left|\varphi\left(E_{22}\right)\right|=|P||Q| \overline{x v-y u}, \overline{x v-y u}=\overline{0}
$$

Moreover

$$
\begin{aligned}
\overline{1}=\left|E_{11}+E_{22}\right| & =\left|\varphi\left(E_{11}+E_{22}\right)\right|=\left|\varphi\left(E_{11}\right)+\varphi\left(E_{22}\right)\right| \\
& =\left|P\left[\begin{array}{cc}
\overline{x+1} & \bar{y} \\
\bar{u} & \bar{v}
\end{array}\right] Q\right|=|P Q| \overline{(x+1) v-y u}
\end{aligned}
$$

Thus $|P Q| \bar{v}=\overline{1}$ is a unit. Set

$$
M=P\left[\begin{array}{cc}
\overline{1} & \bar{v}-\bar{y} \\
\overline{0} & \overline{1}
\end{array}\right], N=\left[\begin{array}{cc}
\overline{1} & \overline{0} \\
\overline{0} & \bar{v}
\end{array}\right]\left[\begin{array}{cc}
\overline{1} & \overline{0} \\
\bar{v} \bar{u} & \overline{1}
\end{array}\right] Q
$$

then

$$
\varphi\left(E_{11}\right)=M E_{11} N, \varphi\left(E_{22}\right)=M\left[\begin{array}{cc}
\overline{x_{1}} & \overline{0} \\
\overline{0} & \overline{1}
\end{array}\right] N
$$

where $\overline{x_{1}}=\bar{x}-\bar{v} \overline{u y}$. Finally, using $\left|\varphi\left(E_{22}\right)\right|=\left|E_{22}\right|=\overline{0}$ we get $\overline{x_{1}}=\overline{0}$.

Step-3: $\quad \varphi\left(E_{i i}\right)=M E_{i i} N, i=1,2$.

$$
\varphi\left(E_{12}\right)=M\left[\begin{array}{cc}
\overline{0} & \bar{y} \\
\bar{u} & \overline{0}
\end{array}\right] N, \varphi\left(E_{21}\right)=M\left[\begin{array}{cc}
\overline{0} & \bar{u} \\
\bar{y} & \overline{0}
\end{array}\right] N
$$

Suppose $\varphi\left(E_{12}\right)=M\left[\begin{array}{ll}\overline{x_{1}} & \overline{y_{1}} \\ \overline{u_{1}} & \overline{v_{1}}\end{array}\right] Q$. Since

$$
\begin{align*}
& \overline{0}=\left|E_{12}\right|=\left|\varphi\left(E_{12}\right)\right|=|M N| \overline{x_{1} v_{1}-y_{1} u_{1}}, \\
& \overline{x_{1} v_{1}-y_{1} u_{1}}=\overline{0} \tag{1}
\end{align*}
$$

Moreover,

$$
\begin{aligned}
\overline{0}=\left|E_{11}+E_{12}\right| & =\left|\varphi\left(E_{11}+E_{12}\right)\right|=\left|\varphi\left(E_{11}\right)+\varphi\left(E_{12}\right)\right| \\
& =\left|M\left[\begin{array}{cc}
\overline{x_{1}+1} & \bar{y} \\
\bar{u} & \bar{v}
\end{array}\right] N\right|=|M N| \overline{\left(x_{1}+1\right) v_{1}-y_{1} u_{1}}
\end{aligned}
$$

thus $\overline{v_{1}}=\overline{0}$. If we consider $\varphi\left(E_{22}+E_{12}\right)$, then we get $\overline{X_{1}}=\overline{0}$. Hence

$$
\varphi\left(E_{12}\right)=P\left[\begin{array}{cc}
\overline{0} & \overline{y_{1}}  \tag{2}\\
\overline{u_{1}} & \overline{0}
\end{array}\right] Q, \overline{y_{1} u_{1}}=\overline{0}
$$

Similarly,

$$
\varphi\left(E_{21}\right)=P\left[\begin{array}{cc}
\overline{0} & \overline{y_{2}}  \tag{3}\\
\overline{u_{2}} & \overline{0}
\end{array}\right] Q, \overline{y_{2} u_{2}}=\overline{0} .
$$

Meanwhile, since

$$
\begin{aligned}
\overline{0} & =\left|E_{11}+E_{12}+E_{21}+E_{22}\right|=\left|\varphi\left(E_{11}+E_{12}+E_{21}+E_{22}\right)\right| \\
& =\left|M\left[\begin{array}{cc}
\overline{1} & \overline{y_{1}+y_{2}} \\
\overline{u_{1}+u_{2}} & \overline{1}
\end{array}\right] N\right|=|M N| \overline{\left(y_{1}+y_{2}\right)\left(u_{1}+u_{2}\right)-1}, \overline{\left(y_{1}+y_{2}\right)\left(u_{1}+u_{2}\right)}=\overline{1},
\end{aligned}
$$

this together with Eqs.(2) and (3) implies

$$
\begin{equation*}
\overline{y_{2} u_{1}+y_{1} u_{2}}=\overline{1} \tag{4}
\end{equation*}
$$

Set $X=y_{1}+y_{2}$, then $\bar{X}$ is a unit of $Z_{m}$. Using Eps. (2) $-(4)$ we have

$$
\overline{x^{2} u_{2}}=\overline{\left(y_{1}+y_{2}\right)^{2} u_{2}}=\overline{y_{1}^{2} u_{2}}=\overline{\left(1-y_{2} u_{1}\right) y_{1}}=\overline{y_{1}}
$$

i.e., $\overline{x u_{2}}=\bar{x} \bar{x}^{-1} \overline{y_{1}}$. Similarly, $\overline{x u_{1}}=\bar{x} \bar{x}^{-1} \overline{y_{2}}$. Denote $\bar{y}=\overline{x u_{2}}, \bar{u}=\overline{x u_{1}}$. Set

$$
\begin{aligned}
& M_{3}=M\left[\begin{array}{cc}
\overline{1} & \\
& \bar{x}_{-1}
\end{array}\right], N_{3}=\left[\begin{array}{cc}
\overline{1} & \\
& \bar{x}
\end{array}\right] N \\
& \varphi\left(\left[\begin{array}{cc}
\bar{a} & \bar{b} \\
\bar{c} & \bar{d}
\end{array}\right]\right)=M_{3}\left[\begin{array}{cc}
\bar{a} & \overline{y b+u c} \\
\overline{u b+y c} & \bar{d}
\end{array}\right] N_{3}, \forall\left[\begin{array}{cc}
\bar{a} & \bar{b} \\
\bar{c} & \bar{d}
\end{array}\right] \in M_{2}\left(Z_{m}\right),
\end{aligned}
$$

where $\bar{y}, \bar{u} \in Z_{m}$, and

$$
\begin{equation*}
\overline{y u}=\overline{0}, \overline{y^{2}+u^{2}}=\overline{1} \tag{5}
\end{equation*}
$$

Now we discuss in three cases.
Case-1: If $\bar{u}=\overline{0}$, then $\overline{y^{2}}=\overline{1}$, thus $\bar{y}$ is a unit. Set

$$
M_{1}=M\left[\begin{array}{ll}
\overline{1} & \\
& -\bar{y}
\end{array}\right], N_{1}=\left[\begin{array}{ll}
\overline{1} & \\
& \bar{y}
\end{array}\right] N
$$

then

$$
\begin{equation*}
\varphi\left(E_{i j}\right)=M_{1} E_{i j} N_{1}, i, j=1,2 \tag{6}
\end{equation*}
$$

Case-2: If $\bar{u}$ is a unit, then $\bar{y}=\overline{0}$. Set

$$
M_{2}=M\left[\begin{array}{ll}
\overline{1} & \\
& - \\
& \bar{u}
\end{array}\right], N_{2}=\left[\begin{array}{cc}
\overline{1} & \\
& - \\
& \bar{u}
\end{array}\right] N
$$

then

$$
\begin{equation*}
\varphi\left(E_{i j}\right)=M_{2} E_{j i} N_{2}, i, j=1,2 \tag{7}
\end{equation*}
$$

Case-3: Else if $\bar{u}$ is neither zero unit, then from Case 1 and 2 we know $\bar{y}$ is also neither zero nor unit.
(1) Ifs=1, i.e., $m=p_{1}^{\alpha_{1}}$, then $p_{1} \mid u$, $y$. By Eq. (5) we have an integer $k$ such that $y^{2}+u^{2}=k m+1$. Thus $p_{1} \mid 1$, it is a contradiction.
(2) Else if $s>1$. then by Eq. (5) we know $m \mid y u$, therefore $p_{k} \mid y u$ for any $k \in\{1,2, \cdots, s\}$, which implies $p_{k} \mid y$ or $p_{k} \mid u$. If $p_{k} \mid y$ and $p_{k} \mid u$, then we get a contradiction in a similar way to $(1)$. Hence, $p_{k}$ divide only one of $y$ and $u$. Without loss of generality, we suppose

$$
y=p_{1}^{\beta_{1}} \cdots p_{t}^{\beta_{t}} y_{3}, u=p_{t+1}^{\beta_{t+1}} \cdots p_{s}^{\beta_{s}} u_{3}
$$

where $1 \leq t<s,\left(y_{3}, m\right)=\left(u_{3}, m\right)=1, \alpha_{j} \leq \beta_{j}, j=1, \cdots s$.Because

$$
\left(p_{1}^{\beta_{1}} \cdots p_{t}^{\beta_{t}}, p_{t+1}^{\beta_{t+1}} \cdots p_{s}^{\beta_{s}}, m\right)=1
$$

by Lemma 4 , the equation

$$
\begin{equation*}
p_{1}^{\beta_{1}} \cdots p_{t}^{\beta_{t}} e+p_{t+1}^{\beta_{t+1}} \cdots p_{s}^{\beta_{s}} f+m g=1 \tag{8}
\end{equation*}
$$

has integral solutions, i.e., there are integers $e_{0}, f_{0}$ and $g_{0}$ such that $p_{1}^{\beta_{1}} \cdots p_{t}^{\beta_{t}} e_{0}+p_{t+1}^{\beta_{t+1}} \cdots p_{s}^{\beta_{s}} f_{0}+m g_{0}=1$. Set $y_{3}=e_{0}, u_{3}=f_{0}$, then
$\overline{y^{2}+u^{2}}=\overline{\left(p_{1}^{\beta_{1}} \cdots p_{t}^{\beta_{t}} e_{0}\right)^{2}+\left(p_{t+1}^{\beta_{t+1}} \cdots p_{s}^{\beta_{s}} f_{0}\right)^{2}}=\overline{\left(p_{1}^{\beta_{1}} \cdots p_{t}^{\beta_{t}} e_{0}+p_{t+1}^{\beta_{t+1}} \cdots p_{s}^{\beta_{s}} f_{0}\right)^{2}}=\overline{1}$.
Moreover, $\overline{y u}=\overline{0}$ is obviously. Thus, there are indeed $\bar{y}$ and $\bar{u}$ which is neither zero nor unit but satisfy Eq. (5).
The Main Theorem is proved completely.

## 4. NOTE

Note-1: From the proof of the theorem, if $s=1$, then the form of $\varphi$ can be (6) or (7). Else if $s>1$ besides (6) and (7), $\varphi$ has other forms. Because the equation (8) has infinitely many solutions, so there are many $y$ and $u$ to satisfy Eq. (5), which depends on $m$. Generally, we have

Proposition 1: Suppose $\varphi_{1}$ and $\varphi_{2}$ are additive maps preserving determinant on $M_{2}\left(Z_{m}\right)$. If

$$
\begin{aligned}
& \varphi_{1}\left(\left[\begin{array}{cc}
\bar{a} & \bar{b} \\
\bar{c} & \bar{d}
\end{array}\right]\right)=P_{1}\left[\begin{array}{cc}
\bar{a} & \overline{y b+u c} \\
\overline{u b+y c} & \bar{d}
\end{array}\right] Q_{1}, \overline{y u}=\overline{0}, \overline{y^{2}+u^{2}}=\overline{1}, \\
& \varphi_{2}\left(\left[\begin{array}{cc}
\bar{a} & \bar{b} \\
\bar{c} & \bar{d}
\end{array}\right]\right)=P_{2}\left[\begin{array}{cc}
\bar{a} & \overline{r b+h c} \\
\overline{h b+r c} & \bar{d}
\end{array}\right] Q_{2}, \overline{r h}=\overline{0}, \overline{r^{2}+h^{2}}=\overline{1},
\end{aligned}
$$

then there exist $M, N \in G L_{2}\left(Z_{m}\right)$ such that

$$
\varphi_{1}(A)=M \varphi_{2}(A) N, \forall A \in M_{2}\left(Z_{m}\right)
$$

if and only if then there exists a $\bar{\omega}$ unit in $Z_{m}$ such that $\overline{\omega^{2}}=\overline{1}$, and

$$
\bar{y}=\overline{\omega r}, \bar{u}=\overline{\omega h}
$$

where $P_{i}, Q_{i} \in G L_{2}\left(Z_{m}\right), i=1,2$.
Proof: Firstly, we prove the sufficiency.
Set

$$
M=P_{1}\left[\begin{array}{cc}
\overline{1} & \\
& \bar{\omega}
\end{array}\right] P_{2}^{-1}, N=Q_{2}^{-1}\left[\begin{array}{cc}
\overline{1} & \\
& \bar{\omega}
\end{array}\right] Q_{1}
$$

then

$$
\varphi_{1}(A)=P_{1}\left[\begin{array}{ll}
\overline{x_{1}} & \overline{x_{2}} \\
\overline{x_{3}} & \overline{x_{4}}
\end{array}\right] P_{2}^{-1}, \varphi_{2}(A)=Q_{2}^{-1}\left[\begin{array}{ll}
\overline{v_{1}} & \overline{v_{2}} \\
\overline{v_{3}} & \overline{v_{4}}
\end{array}\right]^{-1} Q_{1}, \forall A \in M_{2}\left(Z_{m}\right) .
$$

Substituting $A=E_{i j}, i, j=1,2$ into the above formula respectively, we have

$$
M=P_{1}\left[\begin{array}{cc}
\overline{x_{1}} & 0 \\
0 & \overline{x_{4}}
\end{array}\right] P_{2}^{-1}, \bar{y}=\bar{x}_{4}^{-1} \overline{x_{1} r}, \bar{h}=\bar{x}_{4}^{-1} \overline{x_{1} u} .
$$

Denote $\bar{\omega}=\bar{x}_{4}{ }^{-1} \overline{x_{1}}$, then $\bar{y}=\overline{\omega r}, \bar{h}=\overline{\omega u}$. Since $M \in G L_{2}\left(Z_{m}\right)$, both $\overline{x_{1}}$ and $\overline{x_{4}}$ are unit, therefore $\bar{\omega}$ is a unit.
Because $\overline{r^{2}+h^{2}}=\overline{1}$, so $\overline{\omega^{2}} \overline{y^{2}} \overline{y^{2}}+\overline{\omega^{2}}-\overline{y^{2}}+\overline{\omega^{2} u^{2}}=\overline{1}$, i.e.,

$$
\begin{equation*}
\overline{y^{2}}+\overline{\omega^{4} u^{2}}=\overline{\omega^{2}} \tag{9}
\end{equation*}
$$

Substituting $\overline{y^{2}}=\overline{1-u^{2}}$ into the above formula, we have $\overline{1-u^{2}+\omega^{4} u^{2}}=\overline{\omega^{2}}$, i.e., $\overline{\left(\omega^{4}-1\right) u^{2}}=\overline{\omega^{2}-1}$. Similar to proof of theorem, without loss of generality, we may suppose

$$
\begin{equation*}
y=p_{1}^{\beta_{1}} \cdots p_{t}^{\beta_{t}} y_{3}, u=p_{t+1}^{\beta_{t+1}} \cdots p_{s}^{\beta_{s}} u_{3} \tag{10}
\end{equation*}
$$

where $0 \leq t \leq s,\left(y_{3}, m\right)=\left(u_{3}, m\right)=1, \alpha_{j} \leq \beta_{j}, j=1, \cdots s$. Then,

$$
\overline{\left(\omega^{4}-1\right) p_{t+1}^{2 \beta_{t+1}} \cdots p_{s}^{2 \beta_{s}} u_{3}^{2}}=\overline{\omega^{2}-1}
$$

Thus,

$$
\begin{equation*}
p_{t+1}^{\alpha_{t+1}} \cdots p_{s}^{\alpha_{s}} \mid\left(\omega^{2}-1\right) \tag{11}
\end{equation*}
$$

Similarly, substituting $\overline{u^{2}}=\overline{1-y^{2}}$ into Eq. (9) will bring out

$$
\begin{equation*}
p_{1}^{\alpha_{1}} \cdots p_{t}^{\alpha_{t}} \mid\left(1-\omega^{2}\right) \tag{12}
\end{equation*}
$$

Combining Eqs. (11) and (12), we get $m \mid\left(\omega^{2}-1\right)$, i.e., $\overline{\omega^{2}}=\overline{1}$, thus $\bar{\omega}$ is a unit and $\bar{y}=\overline{\omega r}, \bar{u}=\overline{\omega h}$.

Note-2: We call $\varphi_{1}$ and $\varphi_{2}$ of proposition 1 are the same class,

Example: Suppose $P, Q \in G L_{2}\left(Z_{420}\right)$, and $|P Q|=1$. For any $\bar{a}, \bar{b}, \bar{c}, \bar{d} \in Z_{420}$, Set

$$
\begin{aligned}
& \sigma_{1}\left(\left[\begin{array}{cc}
\bar{a} & \bar{b} \\
\bar{c} & \bar{d}
\end{array}\right]\right)=P\left[\begin{array}{cc}
\bar{a} & \overline{196 b+225 c} \\
225 b+196 c & \bar{d}
\end{array}\right] Q, \\
& \sigma_{2}\left(\left[\begin{array}{cc}
\bar{a} & \bar{b} \\
\bar{c} & \bar{d}
\end{array}\right]\right)=P\left[\begin{array}{cc}
\bar{a} & \overline{56 b-15 c} \\
\overline{-15 b+56 c} & \bar{d}
\end{array}\right] Q \\
& \sigma_{3}\left(\left[\begin{array}{cc}
\bar{a} & \bar{b} \\
\bar{c} & \bar{d}
\end{array}\right]\right)=P\left[\begin{array}{cc}
\bar{a} & \overline{36 b-35 c} \\
\overline{-35 b+36 c} & \bar{d}
\end{array}\right] Q
\end{aligned}
$$

then $\sigma_{1}, \sigma_{2}, \sigma_{3}$ are all linear maps preserving determinant on $M_{2}\left(Z_{70}\right)$.

It is clear that $\overline{41}$ is a unit in $Z_{420}$, and

$$
\overline{41}^{2}=\overline{1}, \overline{196}=\overline{56} \times \overline{41}, \overline{225}=\overline{(-15) \times 41}
$$

Then, by proposition $1, \sigma_{1}$ and $\sigma_{2}$ are the same class.
In addition, if there exists a unit $\bar{\omega} \in Z_{420}$ such that $\overline{36 \omega}=\overline{196}$, then there exists an integer $k$ such that $196=36 \omega+420 k$, i.e., $2^{2} \times 7^{2}=2^{2} \times 3^{2} \omega+2^{2} \times 3 \times 5 \times 7 k$, therefore $7 \mid \omega$. But $\bar{\omega}$ is a unit, so $(\omega, 420)=1$, it is a contradiction. Hence, by proposition1, $\sigma_{3}$ and $\sigma_{1}$ are not the same class.

## ACKNOWLEDGEMENTS

This work is supported by Education Department of Heilongjiang province of China (NO.12541605) and the National Natural Science Foundation Grants of China (Grant No.11371109).

```
    Jiayu Zhang }\mp@subsup{}{}{1}\mathrm{ , Yuqiu Sheng**
Additive Maps Preserving Determinant on Modules of Matrices Over }\mp@subsup{Z}{m}{\prime}\mathrm{ /IRJPA- 7(4), April-2017.
```


## REFERENCES

1. G. Frobenius. ber die Darstellung der endlichen Gruppen durch lineare Substitutionen, Sitzungsber. Deutsch. Akad. Wiss. (1897)994-1015.
2. S.Pierce. A Survey of Linear Preserver Problems, Linear Multilinear Algebra, 1992, 33:110-129.
3. C. K. Li, N. K. Tsing. Linear preserver problems: Abrief introduction and some special techniques, Linear Algebra Appl. 1992, 162-164:217-235.
4. A. Guterman,C. K. Li, P. Šemrl. Some General Techniques on Linear Preserver Problems, Linear Algebra Appl., 2000, 315:61-81.
5. C. K. Li, S. Pierce. Linear Preserver Problems, Amer. Math. Month., 2001, 108:591-605.
6. P. Šemrl. Maps on Matrix Spaces, Linear Algebra Appl., 2006, 413: 364-393.
7. X. Zhang, X. M. Tang, C. G. Cao. Preserver Problems on Spaces of Matrices, Science Press, Beijing, 2007.
8. A. Fošner, Z. Huang, C.-K. Li, N.-S. Sze. Linear maps preserving numerical radius of tensor products of matrices, J. Math. Anal. 407 (2013), 183-189.
9. H. J. Huang, C. N. Liu, P. Szokol, M. C. Tsai, J. Zhang. Trace and determinant preserving maps of matrices, Linear Algebra Appl., 2016,507: 373-388.
10. M. Antnia Duffner, Henrique F. da Cruz. Rank nonincresaing leaner maps preserving the determinant of tensor product of matrices, Linear Algebra Appl., 2016, 510: 186-191.
11. Y. T. Ding, A. Fošner, J. L. Xu, B. D. Zheng. Linear maps preserving determinant of tensor products of Hermitian matrices, Journal of Mathematical Analysis and Applications, 2017, 446(2), 1139-1153.

## Source of Support: Nil, Conflict of interest: None Declared

[Copy right © 2017, RJPA. All Rights Reserved. This is an Open Access article distributed under the terms of the International Research Journal of Pure Algebra (IRJPA), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.]

