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ABSTRACT

The perturbation bounds of the polar decomposition of matrices have been discussed by lots of scholars, such as the
article [1] [2][3] In this paper the methods in article [l] will be extended, according to these methods the QR

decomposition of matrices will be discussed when given an addition perturbation to them. In the QR decomposition of

matrices the perturbation bounds ”R - R”2 will be given, which can realize on account of the properties of norm and

the expression of R, R ; the bounds "Q - Q"2 will also be deduced by using the singular value decomposition of

matrices.
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1. INTRODUCTION:

In article [1], the author introduces the polar decomposition: Let Ae C™", if there have a unitary matrix Q € C"™" and

nxn

a semi-positive matrix H € C", such that A=QH , we call it the polar decomposition of A. The perturbation

bounds of the factors under the addition perturbation have already been given in the form of equality, they are the

expression of the singular value decomposition and the perturbation matrix E of A.

This paper only discuss the addition perturbation, namelyZ=A+E, which has the same rank of A. We will

introduce the QR decomposition of matrices, when transfer the methods in article [1] to the QR decomposition of

matrices, we will deduce the perturbation bounds of the unitary factor and the triangle factor of this decomposition in
the form of inequality , as a bound inequality is better than equality. These bounds do not need us to know the matrix E ,
just to know the singular value decompositions of A and A, the expressions of R and R . The expressions of R

and R can come true with the help of the method of Schmidt orthogonalization. All of these can realize by using the
tool of MATLAB .

That is to say the goal of this paper is to obtain the perturbation bounds of the QR decomposition of matrices in the

form of inequality when give an addition perturbation to matrices.
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In this paper we note [ as an identity matrix of some dimension, C.™" ( mz n) as the set of all m X n matrices with

the rank of r; A(A)={4}

iJi=l,...,n°

(/1(;) ={A},.,__,)as the set of all singular values of A(A); A" as the

conjugate transpose of A;

[zl oj Y

A=U 1% )

0 0

_ _Y 0_

A=U(C" HvH 2
(O O) 2

as the singular value decomposition of matrix A€ C"" and AeC e

respectively, whereU =(U, U,)e C™",

U=U, U,)eCc™ v=(V, V,)eC™

V= (\71 \72)6 C™" are all unitary matrices, U, C"™", U, e C™™",V,e C™,

Ve C™, X, =diag(,...,A)eC™ ,

¥, =diag(A,,...,A )€ C”" and satisfy

Az2A2...24 >0, ﬂ_.l Zﬂ_,z 2...27,, >0; Il All,as the spectral norm of A, which is a unitary invariant norm,

and Al =max,_, {A4}=4.
2. CONCEPTS:

Definition: 1 [1][4]. Let Qe C™",if Q”"Q=1,thenwecall Q is aunitary matrix.

Definition: 2 [5][6].Let A€ C,"", if there isa mXn unitary matrix Q and a nXnup triangle matrix R with all
the diagonal elements are positive numbers, such that

A=0R (€)
then we say (3) is the QR decomposition of A (sometimes call it the unitary-triangle decomposition of matrix), and

this kind of matrix has a unique QR decomposition.

We call Q is the unitary factor of A, Ris the triangle factor of A.

For matrix A , we note the QR decomposition as A= QE .

Remark: For matrix Ae C,'ZX", we have the same conclusion. At this time we can obtain the formulas of Q, Q s

R, R by using the method of Schmidt orthogonalization.
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We write A=(a,,a,,...,a,),

A= (a,,a,,...,a,) First, where g;and @, are the ith column vector of A and A respectively (i =1,2,...,n) , then

0=(44:---.4,) @)
0=(%>--4,) )
R :(//iji I pIl,),., =RR,

=diag(l p, 1Ll p, 1l,,...0 p 1I,) . )
0 O 0 1
R=(,1p 1), =RR,
(R I
o 1 A, ... A
=diag( p, 1L, , Il,,...11 p, 1I,) - ’1?2 n2 (5"

)
=)
—_

(ai,pj)
(P,»,Pj) ,

i-1 il
where . =a, =3 A:p; . ;=4 =2 b, |pif, #0. [B, #0. 4 =
j=1

Jj=1

_ (a7, | _
ﬂ’z‘j:(_‘ p_l) (i>.j)’qi: D , Ei: fl (i=1,2,...,n),
(7,-7,) TAEA

Corollary:1 The conditions are the same as definition 2, if matrix Q becomes a diagonal matrix, then the QR

decomposition becomes a polar decomposition.
According to corollary 1 and some theorems in article[l] , we can obtain the perturbation bounds of these special

matrices. Now we will discuss the perturbation bounds of the general QR decomposition of matrices.
3. THE PERTURBATION BOUNDS OF MATRICES UNDER ADDITION PERTURBATION:

3.1. The perturbation bounds of the triangle factor:

Theorem: 1 Let Ae C™",
A=A+Ee C™"  where E is the perturbation matrix of A, A=QR,

A= QE , the singular value decomposition of A and A are the formulas (1) and (2) , then

”E— R”2 < maxizl,___’n{

|ﬁi "2 _"Pi”2|}||Ez "2 +maxi=1,...,n{ pi”g}”EZ - Rz"2 (©6)

R~ R], < max,.,__.{

7], =Ip L PRI, +max.., (17,1, - &, (©)
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Proof: For the formula (5) and (5") ,wehave A=QR=QRR, and
A=0R=0RR, , then

|- &l, = |R% - &R,

=|RR, -RR,+RR,~RR,],

<|& - & ] |R[, +[R].|R. - &], g
|- Rl, =|RE, - R,

=|RR, -RR,+RR,~RR,],

<& - Ro|L[R], +I7.], & -], @
while R and R, areboth diagonal matrix, the singular values of R, and R, are

AR)={lp ]} AR)={IB]L} (i=1.2....n). then

"Rl "2 = maxi:l,.,.,n{

pi”z}

IR, =max_, (7],

||R1 R "2 =max, {

Pl =lpiL.]

combine these with (7) and (7') , we get the conclusion (6) and (6') .

3.2 The perturbation bounds of the unitary factor:

Theorem: 2 The conditions are the same as theorem 1, for the unitary factor we have

_ TViv-_Ufiu ¥ — —
IIQ—QIIZSII( ! —‘Hulz ! 'jnan‘ I, +max,., (AR =R, 8)
2 11
_ vivx -xviv _ _
10 -Qll,< ||[ ! zl]”lU‘l ]IIZIIR'I I, +max,_, {AMR'=R"I, 8"
2 171

Proof: We know that the QR decomposition of matrix A and A are the formulas (3) and (3’), the singular
value decomposition of them are (1) and (2),then A=QR=UZXV",

A= Qﬁ =U, IEIVH ,both R and R are up-triangle matrices with positive diagonal elements, that is to say that they
are both reversible matrices.
Ig-oN, AUZ V'R -UEL V"R,
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=S\ULV"R'-UZV"R" +ULV"R"'-UZV"R"I,

AQUEIVY -UZVTIINR I, +IUZ VIR =Rl 9)

<

W EV?-uL v, =lU" UZV" -UzV*VI,

Ul —< -
=l (171*’ J(UIZIVH Uz vihvi,
2

L (EVT-Uluz v
=l| _ v,
-UfUryVv

TViv-U"U L
_” 171 1 11 ” (10)
- -U"uxr 2
2 11
Nz VLU, ILIE LIV,
zmaxizl,‘..,n{ﬂ’i} zll (11)

for the formula (9) - (1 1) , we get the conclusion (8) . We can obtain formula (8’) in the same way. To obtain this we

just replace u" by U" andreplace V by V.

Remark: By formula (9) , we also have

lo-QI, =lUZ VR -UZV*R"I,

SQUEVAINRT =R, +IU LV —UZ VIR, ©)
— rviv-Ulux -
IIQ—QIIZSII[ v ! ‘jIIZIIR'l I, +max,_, (AR -R"I, (12)
Yo Y4
— UIUE -z VvV S —
IIQ—QIIZSII( Lo jnan1 I, +max,_, (AR -R"I, (12°)
2 11

Corollary: 1Let Ac C™ and A=A+ Ee C"", then (8) and (8') becomes
10— QIL,<IEV "V -U"USILIR™ I, +max,_, (AR =R, (13)
10— Q< |U"TE-ZV V| IR I, +max,, (AR =Rl 13"

respectively. (12) and (12) becomes

1Q-QIL,<IEVAV U ULILIR™ I, +max,_, {A}IR" =R, (14)
10— Q< |U"TE-ZV V| IR I, +max,, (AR =Rl (14’
respectively.
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Corollary: 2 The conditions are the same of theorem 2, then for the formula ( 8) and (12) , we have

R -[r||lo-0| <|max,, ,{&}-max,, {4}
2 2 2
[& =& IR, == (s)
Proof: For formula (8) , we have
R, 1e-on<i (ilvi;;ggljlzl ] IR I, R, +max,., (AR =R I, [R] (16)
2 11
For formula (12) , we have
|R7|,no-em<i [Elvi;;[]ﬁgvlzl ] IR I, R, +max,, (AR =R R, (16"
2 171
(16') subtracts (16) , we can obtain the conclusion.
Remark: If "E‘l "2 —”R_l"2 #0, then (15) becomes
Q_ 0|, < max;; .. {Z} - maxizl,m.n{/li} R =R (157)
2 2

Replace "1?71 -R' "2 by formula (6)

or (6') , namely the perturbation bounds

of R, we can obtain another result.

4. CONCLUSION:

The main point of this paper is the perturbation bounds of the unitary and triangle factor of QR decomposition of

matrices under the addition perturbation, though the upper-bounds of both are not the smallest, they can be a standard

for measuring the perturbation of matrices. They are useful in some aspects for calculating the algebraic equations.
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